                                                       Bala Jogi Reddy TirumalaReddy 
Devops  Lead Engineer                                                                                balajijogireddy@gmail.com
                                                                                                                  ph: +1 (940)239-2861
Linkedin:https://www.linkedin.com/in/bala-jogi-reddy-tirumalareddy-33072a1a2/  

Professional Summary:

· 12 years of experience as cloud, Devops, DevSecOps ,Site Reliability Engineer(SRE) , and also gained expertise as Linux Administrator which also includes SCM, Build and Release Management, CI&CD as an iterative process and automation of infrastructure using different tools and cloud services like Azure, AWS and GCP.

· Led the adoption and implementation of Agile practices, resulting in a 30% increase in project delivery speed.

· Facilitated daily stand-up meetings, sprint planning, and retrospectives to ensure smooth project execution.

· Collaborated with cross-functional teams to refine and prioritize product backlogs, ensuring alignment with business goals.

· Deploy AWS infrastructure and resources using automation and pull requests including (IAC)Terraform and Jenkins. Familiarity with Amazon SDK's including CLI and Python.

· Experience in working with Docker, GKE Kubernetes, ECS container services and successfully deployed images in the cloud environment for managing Application.

· Experience in migrating on premise storage to Microsoft Azure using Azure Site recovery and Azure backups and deployed Azure IaaS Virtual Machines (Vms) and cloud services(PaaS role instances) into secure VNets and subnets

· Managed and deployed containerized applications using AWS Fargate, eliminating the need to provision and manage servers.

· Hands on experience in creating API proxy in Apigee Edge using python script as well as out of the box policies and Worked on the Harness for the delivery on the GKE Kubernetes CD pipelines.
· Configure and manage OpenShift Container Storage (OCS)/OpenShift Data Foundation (ODF) for workloads and data services across the platform. This includes setting up persistent storage, storage classes, and managing the lifecycle of storage volumes

· Configure the GCS cluster setup for the microservices applications and Deployment using cloud run and testing through was done through looker.

· Keeping the OpenShift clusters up to date by performing version upgrades and optimizing the cluster's performance by fine-tuning configurations and resolving performance bottlenecks.

· Implementing Azure discovery on the servicenow and discover and assess servers running in your VMware environment. If you also want to run discovery of installed applications and agentless dependency analysis, the account must have permissions enabled in VMware for VM guest operations

· Akamai CDN is used for both delivery Config and Security configurations

· Experience with configuration and management of CDN’s (Akamai and comcast)

· Design and implement scalable enterprise monitoring system by applying continuous integration/continuous delivery concepts perform maintain and troubleshooting of our enterprise Redhat Openshift systems.

· Hands on experience in Azure Development, worked on Azure web Applications, Azure Devops, Azure SQL Database, Virtual Machines, Azure Active Directory, Azure Kubernetes Services(AKS), Azure Fabric, App services, Notification hub and experience in using Azure service fabric to package, deploy and manage reliable microservices. 
· Experience with snowflake cloud data warehouse and AWS S3 bucket to integrating data from multiple source system which include loading nested JSON formatted data into snowflake table.

· Implemented Guardrails using AWS lambda to manage the compliance and cost management of the resources

· Setup the Integration Performance test automation in Continuous Integration and development (CICD) pipeline using Jenkins and and do the static and dynamic scans of CICD pipelines using different types of tools like SonarQube, fortify scans, Blackduck scans etc. GitHub, Dynatrace, Sumo Logic and Newrelic

· Proficient in deploying and configuring NetApp ONTAP storage systems for enterprise environments.

· Experience in Architecting and securing the infrastructure on AWS using EC2, EBS, s3, EKS, Athena, VPC, Cloud Front, Route 53, AWS Firewall(security Group and NACL) Dynamo DB, Redhat Shift, RDS, KMS, IAM, ECS, ELB,Cloud Formation, Cloud trail, Cloud watch, SNS.

· Expertise in working with (IAC)Terraform key features such as Infrastructure as a code, Execution Plans, Resource Graphs, Change automation and extensively used Auto scaling launch configuration templates for launching amazon EC2 instances while deploying microservices.

· Implemented a Serverless architecture using API Gateway, Lambda and Dynamo DB and deployed AWS Lambda code from Amazon S3 buckets

· Rancher able to setup the different types of cluster in the organization. Anthos able to setup the different types of cluster in the organization.

· Experience in managing software artifacts required for development using repository managers like Nexus and Jfrog Artifactory and Published snapshot and release versioned artifacts into Nexus Repository. experience in using Elasticsearch, Kibana and Fulentd, Cloudwatch, Splunk , Prometheus and Grafana for logging and monitoring.
· Over 2 years of experience in Go lang. Developing restful webservices and Micro services using Golang.

Education:

Mca(master of Computer Applications) from Loyola Degree and PG Collegepassing out 2009.

BSC(Bachelor of Science) from Maitreyi Degree college Passing out 2006.
Technical Skills:

Cloud Platforms: AWS, AZURE, GCP,Google App engine, Google Cloud compute engine

Operating System: Linux (Redhat/5/6/7 and Centons) Windows server 2008, 2012 , Ubuntu, Opens use

Configuration management Tools: Ansible, Chef

CI/CD Tools: Jenkins, Harness.io, Bamboo,Argo CD, flux

Build Tools: Maven, ANT, Npm, Gradle

Containerization Tools: Docker, GKE Kubernetes, EKS, Rancher, Harness

Version Control Tools: GIT, GitLab, Bit bucket, SVN,Gitops

Logging & Monitoring Tools: Nagios, Splunk, ELK, Cloud-watch, Azure Monitor, Prometheus, Grafana, Dynatrace, Sumo Logic, New Relic, Sync, Cloud Logging, Cloud Monitoring, Open Telemetry

Azure Stack:   Azure Data bricks

Scripting & Programming Languages: Python, Bash/Shell, Powershell, Java, Groovy

Databases: Oracle 10g, MySQL, NoSQL(MongoDB, DynamoDB, Cassandra),PostgreSQL,BIGQuery
API Management Tools: APIGEE Edge.

Application/Web Servers: Apache Tomcat, NGINX, JBoss, WebSphere, WebLogic

Web Services: SOAP, REST

Operating Systems: Unix, Linux, Windows

Virtualization Platforms: Oracle Virtual Box, VMware Workstation

Bug tracking Tools: JIRA, Bugzilla

CERTIFICATIONS:

. AWS Certified Devops Engineer professional.
PROFESSIONAL EXPERIENCE:
Client: Google                                                                                                August 2023 –July 2024 Implementation: HCL
Office Location: Austin Texas

Role: Sr. Lead Devop Engineer
· Migration from the conga to pod migration

· Collecting all the per-requirements for the pod migration and  Using the Python script for the configuration of the service.
· Utilized JIRA to track project progress, manage sprints, and report on key metrics to stakeholders.
· Utilized Argo CD for Post-sync and implemented Gitops practices leveraging, Argocd, GitHub actions, and Kubernetes and the pipeline incorporated the Hashicorp vault as central, secure storage for Jenkins configuration and job builds

· Worked on GCP(Google Cloud Platform) Services like compute engine, cloud balancing, cloud storage, cloud SQL, stack driver monitoring and cloud deployment manager.

· Reduced downtime risk by 70% by redesigning the system architecture, dividing it into microservices running on GCP Cloud Functions
· Able to setup the azure Devops yaml pipelines for the CICD for the micro services based.

· Worked on the GKE cluster setup for the deployment of the microservices.

· Designed and implemented CI/CD pipelines using GitHub Actions to automate application deployment processes.

· Utilized Google Kubernetes Engine (GKE) for Anthos clusters to ensure high availability and scalability. 
· Integrated GitHub Copilot to ensure high-quality code standards and consistency across projects.

· Used Copilot to identify and rectify potential bugs and vulnerabilities during the development phase.
· Set up and configured Google Cloud environment to support Anthos, including networking, IAM roles, and necessary APIs.
· Utilized GCP services like BigQuery, Cloud Storage, and Compute Engine to replace existing AWS resources, ensuring a seamless migration with minimal downtime.
· RDS Database where we are implemented to access the applications.

· Able to deploy the Microservices for the ECS container services .

· Used Migrate for Anthos for automated workload migrations, reducing downtime and ensuring application integrity.
· Spearheaded the transition from traditional data warehouses to BigQuery, resulting in a 40% increase in query performance
· Architected and executed a comprehensive cloud migration strategy, including data transfer, application reconfiguration, and performance optimization, to transition from AWS to GCP.
· Configured GitHub Actions workflows for automated testing, code linting, and security scanning to ensure code quality(SonarQube, Fortify scans, Blackduckscan) and compliance.

· Trained and mentored a team of 5 junior Devops engineer resulting in a 40% improvement in team productivity and 15% reduction in production issues.

· Worked in container-based technologies like Docker, GKE Kubernetes and Openshift.

· Collaborating with cross-functional teams, including network engineers and system administrators, to design and implement NetApp ONTAP solutions.

· Point team player on Openshift for creating new projects, services for load balancing and adding them to Routes to be accessible from outside, troubleshooting pods through ssh and logs , modification of Buildconfigs, templates , Imagestreams, etc.
· Developed Ansible playbooks for automatic deployment and configuration of RHEL servers for test and prod environments.

· Worked on developing procedures to automate various systems and tasks using Jenkins, Git, Docker, Ansible and Terraform (IAC) etc.

· Good hands-on experience in writing Ansible playbooks and automating the day to day task for users as part of self service jobs.

· Established infrastructure and service monitoring using Prometheus and Grafana.

· Able to setup the dashboard for the different types of Metrics in Grafana.

· Able Build and maintain Grafana dashboards to monitor system health, performance, and metrics.
· Developing and maintain the build environment, the source code control system and managing build packages using TFS.

· Database used for the data store for the application, created tables.

· Worked on GKE Topology Diagram including masters,slave , RBAC, helm, kubectl, ingrees controllers GKE Diagram including master, slave, RBAC ,helm, kubectl, ingress controllers

· Implemented Docker containers to create images of the applications and dynamically provision slaves to Jenkins CI/CD pipelines.

· Experience the deploying applications in Kubernetes using Gitops Tools(Argo cd)

· Provisioning and managing persistent volumes using the Redhat Gluster storage.

· Managing the Openshit cluster that includes scaling up and down the AWS app nodes.

· Integrated ABAC solutions with existing IAM (Identity and Access Management) frameworks, ensuring seamless and secure access control across multiple platforms.
· Leveraged PIP (Policy Information Point) to retrieve necessary attributes and PDP (Policy Decision Point) to evaluate access policies, ensuring robust and dynamic access control.

· Experience in using JFRONG artifactory Repository Managers for builds and storing of Docker images.

· Deployed and managed containerized applications using Azure Kubernetes Service, enabling scalable and high-availability container orchestration.

· Implemented CI/CD pipelines for automated deployments to AKS clusters, integrating with Azure DevOps and GitHub Actions.
·  Configured and monitored AKS clusters for performance and security using Azure Monitor and Azure Security Center.
· Implemented SSL/TLS certificates across multiple web applications to ensure secure data transmission and enhance user trust.
· Leveraged Vertex AI for predictive analytics in business applications, resulting in actionable insights and informed decision-making.
· Integrated Vertex AI with other GCP services such as BigQuery and Dataflow to streamline data processing and model training workflows.
· Implemented CI/CD pipelines with MSBuild for Windows-based projects, integrating with version control systems like Git and CI tools such as Jenkins and GitHub Actions.
· Utilized MSBuild for automating the build process, ensuring consistent and reproducible builds across multiple development environments.
Client: Verizon

Implementation: Infovision

Duration: October 2022 – July 2023

Location: Irving Texas

Role: Sr. Lead Cloud Engineer 
· Worked on GCP(Google Cloud Platform) Services like compute engine, cloud balancing, cloud storage, cloud SQL, stack driver monitoring and cloud deployment manager.

· Migration from AWS to GCP with the same type of security as well as the relevant application.

· Built and deployed GKE Kubernetes operators with Kub eBuilder, automating application lifecycle management and improving operational efficiency.

· Experience in AWS /Azure networking like VPC/VNET/GLB/Endpoints/TGW/Direct Connect/Express Route.

· Conducted comprehensive assessment of existing Rancher-managed Kubernetes clusters and applications.
· Managed the lifecycle of SSL certificates, including procurement, installation, renewal, and revocation, to maintain continuous website security
· Developed a detailed migration plan, including risk assessment, resource allocation, and timeline.
· Utilized Argo CD for Post-sync and implemented Gitops practices leveraging, Argocd, GitHub actions, and Kubernetes and the pipeline incorporated the Hashicorp vault as central, secure storage for Jenkins configuration and job builds

· Managed and maintained GPU clusters for scalable compute power, ensuring high availability and optimal performance
· Optimized GPU resource allocation and scheduling to maximize utilization and minimize idle time in multi-user environments
· Configured web servers (Apache, Nginx, IIS) to support SSL/TLS encryption, optimizing performance and security settings
· Unique experience with Pivotal Cloud Foundry and OpenShift/Azure Kubernetes(AKS) architecture and design, troubleshooting issues with platform components (PCF), and developing global/multi-regional deployment models and patterns for large scale developments/deployments on Cloud Foundry and Open Shift/Kubernetes.

· Used JIRA to keep track of all the ongoing tasks and maintain bug resolutions.

· Experience in assigning the azure services on locations specific to integrate with web-apps and key- vaults users as part of self service jobs.

· Established infrastructure and service monitoring using Prometheus and Grafana.

· Able to setup the dashboard for the different types of Metrics in Grafana.

· Able Build and maintain Grafana dashboards to monitor system health, performance, and metrics.
· Major focus on Configuration, SCM, Build/Release Management, Infrastructure as a code (IAC) and as Azure DevOps operations Production and cross platform environments.

· Build and Deploy the docker images on ECS container through cicd pipeline.

· Reduced deployment time by 30% through optimized GitHub Actions workflows.

· Improved code quality by 25% with automated testing and linting in GitHub Actions.
· Developed custom GitHub Actions to automate repetitive tasks and improve developer productivity.

· Implemented GitHub Actions for continuous integration with containerized applications using Docker and Kubernetes.

· Monitored and optimized GitHub Actions workflows to reduce build times and improve efficiency.
· Implemented Akamai’s security features, including DDoS protection and WAF, to protect GCP-hosted applications from potential threats.
· Leveraged GitHub Copilot to increase code efficiency and productivity, reducing development time by up to 30%.

· Utilized GCP services like BigQuery, Cloud Storage, and Compute Engine to replace existing AWS resources, ensuring a seamless migration with minimal downtime.
· Deploy AWS infrastructure and resources using automation and pull requests including Terraform (IAC)and Jenkins

· Utilized GCP monitoring tools alongside Akamai’s analytics to track and optimize CDN performance, leading to better insights and adjustments.
· Integrated ABAC solutions with existing IAM (Identity and Access Management) frameworks, ensuring seamless and secure access control across multiple platforms.
· Worked on GKE Topology Diagram including masters,slave , RBAC, helm, kubectl, ingrees controllers GKE Diagram including master, slave, RBAC ,helm, kubectl, ingress controllers

· Handling web redirects from Akamai CDN, instead of redirect at origin.

· Setup the Integration Performance test automation in Continuous Integration and development (CICD) pipeline using Jenkins , GitHub, Dynatrace, Sumo Logic and Newrelic.

· Able to setup the rancher for the different types of clusters in Kubernetes where able to handle different types of cluster at a time. With rancher able to reduce deployment with 50% from doing.

· Leveraged Vertex AI for predictive analytics in business applications, resulting in actionable insights and informed decision-making.
· Designed and implemented build systems for C++ projects using CMake, facilitating cross-platform compatibility and ease of maintenance.

· Automated the build and deployment processes using GNU Make (GMake) and Bash scripting, streamlining the development workflow.

· Compiled and optimized C++ code using GCC, ensuring high performance and adherence to coding standards on Linux platforms.
· Developed and maintained Infrastructure as Code (IaC) scripts using Terraform to automate CDN deployments and configuration management.
· Conducted in-depth analysis of current AWS architecture and designed equivalent GCP architecture, addressing security, compliance, and performance requirements.   
· Creating fully automated CI build and deployment infrastructure and processes for multiple projects

· Using Docker, Jenkins, VMWare, RHEL, Satellite, OpenShift, Kubernetes, Artifactory, Ansible & GitLab
·  Designed and implemented API gateways using Azure API Management to streamline and secure API access.

· Created custom policies for throttling, caching, and transformation to optimize API performance and reliability.

· Managed API lifecycle, including versioning, testing, and documentation to ensure seamless integration with external services.
· Designed and implemented automated ML pipelines using Vertex AI Pipelines, significantly reducing manual intervention and operational overhead.
· Successfully transitioned the team to an Agile workflow, improving collaboration and reducing time-to-market by 25%.
· Developing Docker images to support Development and Testing Teams and their pipelines; distributed Jenkins, Selenium and JMeter images, and Elasticsearch, Kibana and Logstash (ELK & EFK) etc

· Working closely with Architecture, Development, Test, Security and IT Services teams

· Developing scripts for build, deployment, maintenance and related tasks using Jenkins, Docker, Maven, Python and Bash

· Installing, configuring and maintaining Continuous Integration, Automation and Configuration Management tools
· AWS Secret Manager is used to store secrets with that able to access the applications with securely in pipelines and Secret manager we used the KMS for the encryption thing where able to handle the request properly.

· Created templates for various Kubernetes/OpenShift objects like deployment (DC), pod, ConfigMaps, Secrets, Persistence Volume, PV Claims, Services & Routes. Managed multiple application installations through helm charts on the GCP backend GKE cluster

· Using Anthos able to setup the cluster as well as the deployment of micro services based.

· Written Templates for AWS infrastructure as a code using Terraform(IAC) to build staging and production environments and define terraform modules such as Compute, Network Operations and users to reuse in different environments.

· Utilized Fargate with Amazon ECS and EKS for running and scaling containerized applications without managing the underlying infrastructure.

· Used terraform to write infrastructure as a code and created Terraform scripts on Ec2 instances, Elastic load balancer and s3 buckets.

· Hands on experience in using Elasticsearch, Prometheus and Grafana and logging and monitoring
· Integrated GitHub Actions with ServiceNow for automated change management and incident tracking.

· Configured GitHub Actions workflows to automate ServiceNow instance management, including updates, patching, and monitoring.
· Working on the Ansible playbook with involving installing, updating UCD deploy agents updating Different types of OS and load Balancer many more etc. and Created Azure services using ARM templates (JSON) and ensured no changes in the present infrastructure while doing incremental deployment.
· Create and manage data storage solutions using GCP services such as Big Query, Cloud Storage, and Cloud SQL
· Worked on the google cloud platform (GCP) services like Compute engine, cloud load balancing, cloud storage and cloud deployment manager.

·  Configured CI/CD pipelines with GitHub Actions and Azure DevOps for automated deployment of Azure Container Apps.
· Configured Akamai CDN to cache and deliver content efficiently from Google Cloud Storage and Compute Engine, resulting in a 30% improvement in page load times.
· Utilized Azure Container Apps to simplify microservices architecture and streamline application development and deployment processes.

· Implemented monitoring and logging for Azure Container Apps using Azure Monitor and Application Insights to ensure optimal performance.
· Ability to write, troubleshoot, and maintain pipelines in both Azure DevOps and TFS Server.  This includes both YML and Classic style pipelines.
· Ability to write the yaml script for the azure Devops pipelines.

· Created Azure services using ARM templates (JSON) and ensured no changes in the present infrastructure while doing incremental deployment.

· Utilized Argo CD for Post-sync and implemented Gitops practices leveraging, Argocd, GitHub actions, and Kubernetes and Working on implementing new OCR Solutions; Spring Boot, Openshift, microservices, members of group developing containerized applications; Docker, Spring boot, Kubernetes, Openshift.
Client: Walmart
Implementation: Infinite Blue

Duration: July 2021 – Sept 2022

Role: AWS Architect
· Create common Terraform modules (referencing other Github modules) for use across multiple AWS environments and Utilized Argo CD for Post-sync and implemented Gitops practices leveraging, Argocd, GitHub actions, and Kubernetes (ek S)
· Enhanced collaboration between development and operations teams by utilizing GitHub Actions for ServiceNow change management.

· Implemented cost-effective solutions by leveraging Faregate’s pay-per-use model, reducing expenses associated with over-provisioning resources.
· Established infrastructure and service monitoring using Prometheus and Grafana.

· Able to setup the dashboard for the different types of Metrics in Grafana.

· Able Build and maintain Grafana dashboards to monitor system health, performance, and metrics.
· Troubleshot and resolved build issues across various Linux distributions, ensuring consistent and reliable builds in diverse environments.
· Integrated CMake with CI/CD tools such as Jenkins, Travis CI, and GitHub Actions, enabling automated testing and deployment of Linux-based applications.
· KMS is used for the secure the password of the database with the encryption and able to setup the IAM policies for the AWS secret manager for the KMS.

· Proficient in containerization using Docker and container orchestration tools like eks Kubernetes to deploy and manage containerized applications on Linux administrating Network file system using Automonter and administering user and OS datafiles in NIS, and NFS environment on Redhat Linux.

· Reduced downtime risk by 70% by redesigning the system architecture, dividing it into microservices running on GCP Cloud Functions
· On Prem server able to setup the control plane for the microservices based. Expert in building and Operating containers, Microservices and Serverless environment on GCP with a focus around cost performance, observability and security.

· Spearheaded the transition from traditional data warehouses to BigQuery, resulting in a 40% increase in query performance
· Setup and maintained Logging and Monitoring subsystems using tools like: Elasticsearch, Fluentd, Kibana, Prometheus, Grafana and Alert manager. Design , develop, configure and troubleshoot APIs  and policies using Apigee OPDK, Apigee Hybrid

· Managed Kubernetes (EKS) charts using Helm. Created reproducible builds of the Kubernetes applications, templatize Kubernetes manifests, provide a set of configuration parameters to customize the deployment and managed releases of Helm packages.

· Worked on complete Jenkins plugins and administration using Groovy Scripting, setting up CI for new branches, build automation, plugin management and securing Jenkins and setting up master/slave configurations. Deployed and configured GIT repositories with branching forks, tagging and notifications.

· Create and manage data storage solutions using GCP services such as Big Query, Cloud Storage, and Cloud SQL
· Managing and operationalizing Continuous Delivery Pipeline applications/tools and infrastructure such as Jenkins, Nexus Artifactory, SonarQube and Worked with administrators to ensure Splunk is actively and accurately running and monitoring on the current infrastructure implementation.

· Skilled in managing storage resources, including provisioning, allocation, and optimization using NetApp ONTAP.

· Created datadog dashboards for various applications and monitored real-time and historical metrics and Preformed in Production support and Cloud operations, used Service now for the tickeing tool.

Client: SAP

Implementation: Innominds software(Hyderabad)

Duration: Feb 2018 – June 2021

Role: SRE/GCP Engineer

· GCP Services like implement the cloud services like cloud services, like storage, vms, functions etc. 

· Using Docker and Kubernetes, containerization solutions were implemented to improve application portability and resource consumption by deploying and controlling Groovy and Python microservices. 
· Achieved a 99% success rate in ServiceNow application deployments by automating testing and validation processes using GitHub Actions.
· Successfully integrated Akamai CDN with GCP, achieving enhanced content delivery speed and reduced latency for a high-traffic application.
· Experience writing data APIs and multi-server applications to meet product needs using Golang.

· Installation, configuration and upgrade of Redhat linux, Centos.

· Blackduck scan for the vulnerabilities for the code and send mail or intimate to the appropriate teams or team members. Integrated Jenkins with the spinnaker for the Kubernetes deployment and set up the jobs for the different types of environments.

· Utilized Argo CD for Post-sync and implemented Gitops practices leveraging, Argocd, GitHub actions, and Kubernetes and the pipeline incorporated the Hashicorp vault as central, secure storage for Jenkins configuration and job builds
· Worked with Redhat openshift container platform, for Docker and Kubernetes, used Kubernetes to manage containerized applications using its nodes, Configmaps, node-selector , Services and deployed applications containers as pod Handling web redirects from Akamai CDN, instead of redirect at origin.
Client: Tech Mahindra

Implementation: Nexwave Talent Solutions

Duration: May 2016 – Oct 2017

Location: Mumbai

Role: Devops Engineer







· Experience in writing Ansible roles for setting up new servers on cloud by deploying these by Jenkins. Designing the application modules, base classes and utility classes using core Java.

· Designing and implementing the customized exception handling to handle the exceptions in the application. Integrated Jenkins with the spinnaker for the Kubernetes deployment  and setup the jobs for the different types of environments.
· Proficient in managing containerized workloads across hybrid and multi-cloud environments using GKE Kubernetes Platform.

· Experienced in improving developer experience by providing tools and services for building, deploying, and managing applications on EKS Kubernetes.

· Knowledgeable in modernizing existing applications by containerizing them and deploying them on GKE  Kubernetes, while integrating with various CI/CD tools and monitoring solutions.

Company: Wesnia Info solutions Pvt Ltd.

Duration: Oct 2011 – May 2016

Location: Bangalore.

Role: Linux Admin/Release Engineer
· Managed systems routine backup, scheduling jobs, enabling system logging.

· Performed RPM and YUM package installations, patch, and another server management.

· Documented all setup procedures and System Related Policies (SOP's).

· Administrated DHCP, DNS, and NFS services in Linux.

